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In this talk:
• A short vocabulary based introduction to LLMs


• What you can do with a private/business LLM


• Risks and their mitigation  
(Cybersecurity and others)

More info in our blog post series: 
 https://www.accumulationpoint.com/blog/Slides at https://www.accumulationpoint.com/talks/LLM_Cyber_April2024.pdf

https://www.accumulationpoint.com/talks/LLM_Cyber_April2024.pdf


About us









A short vocabulary based  
introduction to LLMs



Large Language Model (LLM)
A type of artificial intelligence (AI) algorithm 
that uses deep learning techniques and 
massively large data sets to understand, 
summarize, and generate new content.



Instruction-tuned LLM
Specifically trained to understand and execute textual 
instructions with high accuracy. By undergoing 
instruction tuning, these models can adapt to a wide 
array of tasks directly from user commands, enhancing 
their versatility and applicability across various 
domains without the need for task-specific retraining. 

Foundation Model (LLM)
A versatile AI model pre-trained on vast data, 
designed to be adaptable for various tasks 
without needing retraining for each new 
application. 

vs.



Context Length
The length of text that 
the LLM can handle. 



Token
A piece of text that the model processes as a 
single unit.

Taken from: https://tiktokenizer.vercel.app/ 



Transformer Architecture (with attention)



Inference

To train a model such as an LLM means to go 
through a process of learning the model 
parameters based on training data. 

Training

To use a model for inference means 
to use it for production (in contrast to 
training or learning). This is the 
common use of an LLM.

vs.



Prompt
A specific input or instruction provided to the 
model to generate a desired output, such as 
text or code.



Embedding
A mathematical representation of objects, 
such as words or text, in a continuous vector 
space, capturing their semantic relationships 
for use in machine learning tasks like natural 
language processing.



What you can do with a 
 private/business LLM



In a nutshell we define a private/business LLM as a system 
where proprietary documents and data of your business are 
securely exposed to an internally available LLM “chatbot”. 

Private/Business LLM



Key tech for Private/Business LLM:  

Prompt engineering

RAG

Fine tuning



Private/Business LLM Use Cases

• Resource Query Engines


• Generative Engines


• Advanced Chatbots



Resource Query Engines
1.Query docs (customer or internal facing)
2.Query regulatory documents (customer or internal facing)
3.Query internal contracts
4.Query technical specification sheets
5.Query sensitive company data
6.Query market data and business intelligence



Generative Engines

1.Generative tender submission creation system
2.Generative statement of work creation system
3.Generative work summary creation system
4.Generative customer specific marketing system



Advanced Chatbots

1.Customer sales chatbot
2.Customer account support chatbot
3.Customer technical support chatbot
4.Chatbot as part of a product
5.Supporting chatbot for customer support



Risks and their mitigation 
(Cybersecurity and others)



Shadow AI
Risk:
• LLMs are still not available in 

a controlled manner in many 
organizations


• Employees needing LLMs end 
up using ad-hoc commercial 
LLMs


• Often send private/proprietary 
information to undisclosed 
servers and companies


• Public LLMs trained on user 
data if not using paid versions

Mitigation:
• Develop/purchase LLM 

services for employees 
with contractual data 
safeguards


• Train employees on risks 
of data leakage



Generative junk
Risk:
• LLMs will "hallucinate"


• Even if hallucinations are 
mitigated, LLMs may seem 
confident with their 
reasoning ability yet make 
logical mistakes in their 
output.


• Such mistakes are often 
hard to spot because they 
are worked in to well 
written text

Mitigation:
• Implement layers of 

validation and review for 
LLM outputs


• Automated checks for 
factual accuracy and 
manual review by subject 
matter experts



Private data leakage through inference
Risk:
• To use LLM services you 

send data over the internet, 
to be processed on the 
server


• You are trusting your LLM 
service provider to guard 
your private data from 
ending up in the wrong 
hands


• LLM providers often train 
on "free" users' data

Mitigation:
• Vet LLM providers 

carefully, read TOS, 
ensure compliance with 
cybersecurity standards


• Use anonymization 
techniques before sending 
data for processing



Private data leakage through training
Risk:
• Training/fine-tuning a 

model on your own data 
risks "inserting", or 
"baking in", sensitive data 
into the model weights


• Attackers can probe the 
model during inference in 
ways that may reveal 
private data that the 
model memorized

Mitigation:
• Carefully handle sensitive 

data during the training 
phase


• (Pseudo/)anonymize 
where possible


• Strict access controls and 
monitoring to prevent 
unauthorized probing



Example: system prompt leakage
• Teach your LLM not to be 

ashamed?


• Largely harmless attack




Resource cost accidents or attacks
Risk:
• LLMs require a lot of 

computation on dedicated and 
expensive hardware


• Mistakes may cause excessive 
compute use


• Increased risk when 
interconnecting LLMs in more 
complicated applications such as 
agent based frameworks


• Denial of service attacks on open 
LLM services can spike LLM 
costs or make the service 
unavailable to legitimate users

Mitigation:
• Usage quotas


• Monitoring systems


• Multi-layered security 
approach can protect 
against external attacks


• Fail-safes can prevent 
runaway costs due to 
internal errors



Tool errors or vulnerabilities
Risk:
• The risk of “function calling” 

is that it allows the LLM to 
activate other functions of 
your system


• This can potentially include 
accessing data over the 
internet, deleting data, or 
similar dangerous tasks


• If the LLM has access to 
internal systems that the user 
does not, the user/an attacker 
may be able to trick the LLM 
into doing things it shouldn't

Mitigation:
• Rigorous application security: 

least privileges, sandboxing, 
etc


• Limiting the LLM's ability to 
invoke functions to a select 
vetted list


• Continuous monitoring for 
unusual activities


• Be careful with mixing data: 
internal/internet fetched/user 
provided/etc



Example: Writer.com data exfiltration exploit
• Attacker has a "helpful" 

website with secret 
instructions for the LLM


• An unsuspecting user asks 
LLM to use that website + 
private data


• Secret instructions tell LLM 
to send data to hacker's 
server


• Attacker uses LLM to 
exfiltrate data from the user


• This is prompt injection

https://promptarmor.substack.com/p/data-exfiltration-from-writercom



Example: making Bing Chat scam the user
• Bing Chat allows users to 

interact with a website 
through an LLM


• Attacker controls a website 
that tells the LLM to act in 
an adversarial way


• Gets user to divulge private 
information (e.g. credit card 
info)


• Attacker makes LLM 
complicit in exploiting user


• This is prompt injection

https://greshake.github.io/



Loss of the human edge
Risk:
• Excessive reliance on 

LLMs for non-mundane 
tasks can reduce a 
company's ability to 
appreciate human 
innovation and the 
"human touch”.

Mitigation:
• Design workflows that 

integrate LLMs for routine 
tasks while reserving 
strategic decision-making 
for human experts


• Regular training and 
initiatives that promote 
creative thinking and 
problem-solving



Bias and unethical responses
Risk:
• LLMs are susceptible to 

produce responses that 
can include racial, gender, 
or similar bias

Mitigation:
• Carefully review training 

data


• Implement "guardrail" 
models that filter out 
offensive/bad responses


• Establish guidelines for AI 
use and incorporating 
feedback mechanisms to 
help identify and correct 
biases promptly



Example: ChatGPT the chemical engineer

• For a while, the most fun people seemed to be having with LLMs was 
coming up with more and more elaborate "jailbreaks" to get LLMs to 
write dangerous/NSFW/illegal things



Example: More ChatGPT jailbreaks



Wrapping up



In this talk:
• LLMs offer an incredible opportunity


• Personal/business LLMs are ready to use in 2024


• As with any technology, there are risks 
 yet these risks can be mitigated.

More info in our blog post series: 
 https://www.accumulationpoint.com/blog/

Questions?


